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Threat modeling is the security process where

potential threats are identified, categorized, and

analyzed. Threat modeling can be performed as a

proactive measure during design and development or

as a reactive measure once a product has been

deployed. In either case, the process identifies the

potential harm, the probability of occurrence, the

priority of concern, and the means to eradicate or

reduce the threat.
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Threat modeling isn’t meant to be a single event. Instead it’s common

for an organization to begin threat modeling early in the design

process of a system and continue throughout its life cycle. For

example, Microsoft uses a Security Development Lifecycle (SDL)

process to consider and implement security at each stage of a

product’s development. This supports the motto of “Secure by Design,

Secure by Default, Secure in Deployment and Communication” (also

known as SD3+C). It has two goals in mind with this process:

• To reduce the number of security-related design and coding

defects .

• To reduce the severity of any remaining defects.
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In other words, it attempts to reduce vulnerabilities and

reduce the impact of any vulnerabilities that remain. The

overall result is reduced risk. A proactive approach to

threat modeling takes place during early stages of systems

development, specifically during initial design and

specifications establishment. This type of threat modeling is

also known as a defensive approach. This method is based on

predicting threats and designing in specific defenses during the

coding and crafting process, rather than relying on post

deployment updates and patches.
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In most cases, integrated security solutions are

more cost effective and more successful than those

shoehorned in later. Unfortunately, not all threats

can be predicted during the design phase, so

reactive approach threat modeling is still needed to

address unforeseen issues.
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A reactive approach to threat modeling takes place after a

product has been created and deployed. This deployment could

be in a test or laboratory environment or to the general

marketplace. This type of threat modeling is also known as the

adversarial approach. This technique of threat modeling is the

core concept behind ethical hacking, penetration testing,

source code review, and fuzz testing. Although these processes

are often useful in finding flaws and threats that need to be

addressed, they unfortunately result in additional effort in

coding to add in new countermeasures.
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Returning back to the design phase might produce

better products in the long run, but starting over from

scratch is massively expensive and causes significant

time delays to product release. Thus, the shortcut is to

craft updates or patches to be added to the product

after deployment. This results in less effective security

improvements (over-proactive threat modeling) at the

cost of potentially reducing functionality and user-

friendliness.
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Fuzz testing is a specialized dynamic testing technique

that provides many different types of input to software to

stress its limits and find previously undetected flaws. Fuzz

testing software supplies invalid input to the software,

either randomly generated or specially crafted to trigger

known software vulnerabilities. The fuzz tester then

monitors the performance of the application, watching for

software crashes, buffer overflows, or other undesirable

and/or unpredictable outcomes.
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When performing threat modeling, there are

multiple methodologies you can use. The right

model for your needs depends on what types of

threats you are trying to model and for what

purpose. There’s an almost infinite possibility of

threats, so it’s important to use a structured

approach to accurately identify relevant threats.
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For example, some organizations use one or more of

the following three approaches:

1- Assets Centric: This method uses asset valuation

results and attempts to identify threats to the valuable

assets. For example, a specific asset can be evaluated to

determine if it is susceptible to an attack. If the asset

hosts data, access controls can be evaluated to identify

threats that can bypass authentication or authorization

mechanisms.
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2- Attackers Centric: Some organizations are able to

identify potential attackers and can identify the threats

they represent based on the attacker’s goals. For

example, a government is often able to identify

potential attackers and recognize what the attackers

want to achieve. They can then use this knowledge to

identify and protect their relevant assets. A challenge

with this approach is that new attackers can appear that

weren’t previously considered a threat.
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3- Software Centric: If an organization develops

software, it can consider potential threats against the

software. Although organizations didn’t commonly

develop their own software years ago, it’s common to do

so today. Specifically, most organizations have a web

presence, and many create their own web pages. Fancy

web pages drive more traffic, but they also require more

sophisticated programming and present additional

threats.
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If the threat is identified as an attacker (as opposed to a natural

threat), threat modeling attempts to identify what the attacker

may be trying to accomplish. Some attackers may want to disable

a system, whereas other attackers may want to steal data. Once

such threats are identified, they are categorized based on their

goals or motivations. Additionally, it’s common to pair threats

with vulnerabilities to identify threats that can exploit

vulnerabilities and represent significant risks to the organization.

An ultimate goal of threat modeling is to prioritize the potential

threats against an organization’s valuable assets.
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When attempting to inventory and categorize

threats, it is often helpful to use a guide or reference.

Microsoft developed a threat categorization scheme

known as STRIDE. STRIDE is often used in relation

to assessing threats against applications or operating

systems. However, it can also be used in other

contexts as well.
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STRIDE is an acronym standing for the following:

1- Spoofing: An attack with the goal of gaining access to a target

system through the use of a falsified identity. Spoofing can be used

against IP addresses, MAC address, usernames, system names,

wireless network SSIDs, email addresses, and many other types of

logical identification. When an attacker spoofs their identity as a

valid or authorized entity, they are often able to bypass filters and

blockades against unauthorized access. Once a spoofing attack has

successfully granted an attacker access to a target system,

subsequent attacks of abuse, data theft, or privilege escalation can

be initiated.
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2-Tampering: Any action resulting in the unauthorized changes

or manipulation of data, whether in transit or in storage.

Tampering is used to falsify communications or alter static

information. Such attacks are a violation of integrity as well as

availability.

3- Repudiation: The ability for a user or attacker to deny

having performed an action or activity. Often attackers engage in

repudiation attacks in order to maintain plausible deniability so

as not to be held accountable for their actions. Repudiation

attacks can also result in innocent third parties being blamed for

security violations.
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4- Information disclosure: The revelation or distribution of

private, confidential, or controlled information to external or

unauthorized entities. This could include customer identity

information, financial information, or proprietary business

operation details. Information disclosure can take advantage of

system design and implementation mistakes, such as failing to

remove debugging code, leaving sample applications and

accounts, not sanitizing programming notes from client visible

content (such as comments in HTML documents), using

hidden form fields, or allowing overly detailed error messages

to be shown to users.
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5- Denial of service (DoS): An attack that attempts to

prevent authorized use of a resource. This can be done

through flaw exploitation, connection overloading, or traffic

flooding. A DoS attack does not necessarily result in full

interruption to a resource; it could instead reduce

throughput or introduce latency in order to hamper

productive use of a resource. Although most DoS attacks are

temporary and last only as long as the attacker maintains the

onslaught, there are some permanent DoS attacks.
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A permanent DoS attack might involve the destruction of

a dataset, the replacement of software with malicious

alternatives, or forcing a firmware flash operation that

could be interrupted or that installs faulty firmware. Any

of these DoS attacks would render a permanently

damaged system that is not able to be restored to normal

operation with a simple reboot or by waiting out the

attackers. A full system repair and backup restoration

would be required to recover from a permanent DoS

attack.
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6- Elevation of privilege: An attack where a

limited user account is transformed into an account

with greater privileges, powers, and access. This might

be accomplished through theft or exploitation of the

credentials of a higher-level account, such as that of an

administrator or root. It also might be accomplished

through a system or application exploit that

temporarily or permanently grants additional powers

to an otherwise limited account.
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Although STRIDE is typically used to focus on

application threats, it is applicable to other

situations, such as network threats and host threats.

Other attacks may be more specific to network and

host concerns, such as sniffing and hijacking for

networks and malware and arbitrary code execution

for hosts, but the six threat concepts of STRIDE are

fairly broadly applicable.
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Generally, the purpose of STRIDE and other tools in

threat modeling is to consider the range of

compromise concerns and to focus on the goal or

end results of an attack. Attempting to identity each

and every specific attack method and technique is an

impossible task—new attacks are being developed

constantly. Although the goals or purposes of attacks

can be loosely categorized and grouped, they remain

relatively constant over time.
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Potential threats to your business are broad and varied. A

company faces threats from nature, technology, and

people. Most businesses focus on natural disasters and IT

attacks in preparing for threats, but it’s also important to

consider threat potential from individuals. Always

consider the best and worst possible outcomes of your

organization’s activities, decisions, interactions.

Identifying threats is the first step toward designing

defenses to help reduce or eliminate downtime,

compromise, and loss.
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PASTA is an attacker-centric methodology with seven

steps. It is designed to correlate business objectives

with technical requirements. PASTA’s steps guide

teams to dynamically identify, count, and prioritize

threats. PASTA allows for collaboration between

developer and business stakeholders to truly

understand your application’s inherent risk, its

likelihood of attack, and the business impact if there

was a compromise.
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The steps of a PASTA threat model are:

1. Define business objectives

2. Define the technical scope of assets and components

3. Application decomposition and identify application

controls

4.Threat analysis based on threat intelligence

5.Vulnerability detection

6.Attack enumeration and modeling

7. Risk analysis and development of countermeasures
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1- Define the Objectives: The first step of the PASTA

methodology is to define the objectives. These may be

internally driven, externally driven, and/or driven by your

user base. You should clearly understand the purpose of the

application. How does it make your company money? Or

maybe it does more back-end processing. What kind of

regulations need to be incorporated? Unlike traditional, static

threat modeling methods, stage one of PASTA allows you the

opportunity to incorporate governance into these discussions

and bake it in from the very beginning.
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2- Define the Technical Scope: Stage two of PASTA is to

understand your attack surface by defining your technical scope:

know what you are protecting. A common theme for

professionals in application security and product security is

under-scoping because we are focused purely on the application

domain. When you are defining an attack surface, you should

understand what you are running with and what sort of

dependencies you might have with third party services. This can

include features created as a developer, systems maintained as an

engineer, or components monitored in the infrastructure.
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3- Decompose the Application: Stage three of PASTA

is application decomposition. In stage two, we built context

around what we are running. Stage three goes further by

creating context around how everything communicates,

how it all comes together. The key output of this stage is to

understand if you have implicit trust models and where they

are. It may be an IoT device talking to the cloud, or an

embedded device talking to an automobile component. You

may have an implicit trust model that could be a good

conduit for exploitation.
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In this stage, you should produce data flow diagrams. It is

best to work with your architecture to understand the

calls and integrations you discovered in stage two. Data

flow diagrams alone are not threat modeling. A data flow

diagram shows the flow of data between callers across

trust boundaries, but it has no depiction of threats. It

doesn’t illustrate to a developer or to an engineer what

they should be worried about, it provides a map for

analysis.
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4- Analyze the Threats: Stage four is analyzing the

threats. The main output for stage four is to understand

what the application does and what sort of threats are

affecting your defined attack surface. The scope is based

upon your technology selection defined in stage two. You

also need to consider your data type, your data model,

and your data consumption model. What sort of threats

are more pervasive based upon how you’re consuming

data?
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As a threat modeler and security champion, you must

first understand what threats are relevant to you by

analyzing threat intelligence that might provide an

insight into attack behavior against your industry and

your technology footprint. From there, you can start

to build your own threat library.
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5- Vulnerability Analysis: Stage five correlates the

application’s vulnerabilities to the application’s assets.

How are you going to sew together tools and best

practices, in terms of volume management, volume

assessment, static analysis, dynamic analysis, etc.? And

in all the noise that you’re seeing in the vulnerability

analysis, what are the ones that are material to the

threats in your threat library?
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The key differentiator with PASTA is focusing on risks that will have

the most impact to the business – all based upon stage one. In stage

five, you identify what is wrong. What is wrong with the application in

terms of not just vulnerabilities that might be in my code base through

static analysis, but also what is wrong with my design? What’s wrong

with my trust model that I may have discovered in stage three? There

are many factors to throw into the vulnerability bucket, including flaws

or weaknesses that were identified during manual security testing,

vulnerabilities or weaknesses in architecture stemming from your data

flow diagram, and/or different types of vulnerability scanners to name

a few.
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6- Attack Analysis: The key objective for stage

six of PASTA, is to prove that the things we found

vulnerable in stage five, are actually viable. To

blueprint a good model for attacks, you want to use

attack trees. Using attack trees allows you to map

known vulnerabilities to a node on the attack tree

to determine it’s likelihood.
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7- Risk and Impact Analysis: At the end of the day, PASTA

threat modeling is about reducing risks. The end goal for stage

seven, is to build countermeasures that mitigate the threats that

are important. To finalize the threat modeling exercise, we

want to utilize and tie back in the information we found in

stages one through six. By factoring all this information in, you

will have access to the derived impact of threats through

simulated attacks. By increasing your visibility into the impact

of exploits and gaps in countermeasures, it becomes possible to

make informed risk management decisions that save your

organization time and money.
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The Operationally Critical Threat, Asset, and Vulnerability

Evaluation (OCTAVE) is a framework for identifying and managing

information security risks. It defines a comprehensive evaluation

method that allows an organization to identify the information assets

that are important to the mission of the organization, the threats to

those assets, and the vulnerabilities that may expose those assets to the

threats. By putting together the information assets, threats, and

vulnerabilities, the organization can begin to understand what

information is at risk. With this understanding, the organization can

design and implement a protection strategy to reduce the overall risk

exposure of its information assets.
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OCTAVE is organized around these three basic aspects

enabling organizational personnel to assemble a comprehensive picture

of the organization’s information security needs.The phases are:

• Phase 1: Build Asset-Based Threat Profiles: This is an organizational

evaluation. The analysis team determines what is important to the

organization (information-related assets) and what is currently

being done to protect those assets. The team then selects those

assets that are most important to the organization (critical assets)

and describes security requirements for each critical asset. Finally,

it identifies threats to each critical asset, creating a threat profile for

that asset.
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• Phase 2: Identify Infrastructure Vulnerabilities: This

is an evaluation of the information infrastructure.

The analysis team examines network access paths,

identifying classes of information technology

components related to each critical asset. The team

then determines the extent to which each class of

component is resistant to network attacks.
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• Phase 3: Develop Security Strategy and Plans: During

this part of the evaluation, the analysis team identifies

risks to the organization’s critical assets and decides

what to do about them. The team creates a protection

strategy for the organization and mitigation plans to

address the risks to the critical assets, based upon an

analysis of the information gathered.
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The term kill chain comes from a military concept

that uses stages to outline the structure of an attack.

“Breaking” the opponent’s kill chain refers to the

ability to block an attack at any stage. The seven stages

(phases) include: Reconnaissance, Weaponization,

Delivery, Exploitation, Installation, Command and

Control (C2), andAction on Objectives.



53



54

1. Reconnaissance: This is the intelligence-gathering phase. The

intruder selects a target, researches it, and looks for vulnerabilities

within the target network. They review available information and

resources about an organization and its public-facing assets.

2- Weaponization: The intruder analyzes the gathered information and

plans the weapon to be used in the cyber-attack. For example, a

deliverable payload, a type of weaponized file created to do something

for the intruder, may be embedded into a PDF or Word document. In

another example, a malicious URL that redirects users to a malware-

laden website can be put inside an email. Individuals within an

organization may be targeted through social-engineering attacks such as

phishing.
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3. Delivery: In this phase, the payload (weapon) is transmitted

to the target via a communication vector.

4. Exploitation: Once inside the system, the intruder will

attempt to move laterally to other systems/accounts on the

network. The goal is to increase the permission level in order to

reach more data.

5- Installation: The installation (or persistence) phase

describes the actions taken by a threat actor to establish a

backdoor into the targeted system. This gives the threat actor

sustained and persistent access to the target – thus providing

them a way to access the system whenever they desire.
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6. Command and Control (CnC): Command-and-Control (CNC)

occurs when an exploited host sends outbound beacons to an Internet-

based controller in order to establish a communications channel. Once

CNC is established with an exploited target, threat actors will have

access to the target system and possibly the entire network itself. These

channels allow the threat actor to issue commands to the malicious

software that had been installed on the target (or targets).

7. Actions on Objectives: Intruders take action to achieve their goals,

such as:

• data exfiltration

• data destruction

• encryption for ransom
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MITRE ATT&CK Framework was created by to

document attacker tactics and techniques based on real-

world observations. This index continues to evolve with

the threat landscape and has become a renowned

knowledge base for the industry to understand attacker

models, methodologies, and mitigation. Successful and

comprehensive threat detection requires understanding

common adversary techniques, which ones may especially

pose a threat to your organization, and how to detect and

mitigate these attacks
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https://attack.mitre.org/
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